
VERSION: November 2024

EdWorkingPaper No. 22-676

The Valence of Teacher Performance Feedback and 

Its Consequences: Examining a Critical Mechanism 

of Reformed Teacher Evaluation Systems

Districts nationwide have increased the frequency of teacher evaluations. Yet, we know little about the role of 

evaluator feedback for teacher improvement. Using unique classroom observation-level data, we use evaluator 

ratings and teacher self-assessments of teacher performance to rigorously examine (positive and negative) 

feedback valence from the teacher’s perspective and its consequences. While teachers and evaluators similarly 

rate performance, there’s significant variability in teacher-evaluator ratings. Teacher performance improves 

across multiple within-year classroom observations, though evaluator ratings likely overstate improvements 

among the lowest-performing teachers. While negative feedback from evaluators likely improves within-year 

teacher performance and may improve their productivity regarding student achievement, statistically 

insignificant yet practically meaningful evidence suggests it may also push teachers toward schools with more 

positive feedback.

Suggested citation: Hunter, Seth B., and Matthew P. Steinberg. (2024). The Valence of Teacher Performance Feedback and Its 

Consequences: Examining a Critical Mechanism of Reformed Teacher Evaluation Systems. (EdWorkingPaper: 22 -676). Retrieved 

from Annenberg Institute at Brown University: https://doi.org/10.26300/97k9-br18

Seth B. Hunter

George Mason University

Matthew P. Steinberg

Accelerate



 

 

 

 

 

The Valence of Teacher Performance Feedback and Its Consequences: 

Examining a Critical Mechanism of Reformed Teacher Evaluation Systems  

 

 

 

 
  

 

 

Seth B. Hunter 

George Mason University 

 

Matthew P. Steinberg 

Accelerate 

 

 

 

 

 

 

 

 

 

 

 

 

November 20, 2024 

 

 

 

The authors thank their partners from the unnamed school district for helpful critical and positive 

feedback, conference participants at the Association for Education Finance and Policy (AEFP) annual 

conference, participants at the EdPolicyForward Research Workshop at George Mason University, Dan 

Goldhaber, and Sarah Woulfin. Seth B. Hunter is an associate professor of education at George Mason 

University (shunte@gmu.edu); Matthew P. Steinberg is the managing director of research and evaluation 

at Accelerate (matthew@matthewpsteinberg.com).   

 

mailto:shunte@gmu.edu
mailto:matthew@matthewpsteinberg.com


 

Abstract 

 

Districts nationwide have increased the frequency of teacher evaluations. Yet, we know little about 

the role of evaluator feedback for teacher improvement. Using unique classroom observation-level 

data, we use evaluator ratings and teacher self-assessments of teacher performance to rigorously 

examine (positive and negative) feedback valence from the teacher’s perspective and its 

consequences. While teachers and evaluators similarly rate performance, there’s significant 

variability in teacher-evaluator ratings. Teacher performance improves across multiple within-year 

classroom observations, though evaluator ratings likely overstate improvements among the lowest-

performing teachers. While negative feedback from evaluators likely improves within-year teacher 

performance and may improve their productivity regarding student achievement, statistically 

insignificant yet practically meaningful evidence suggests it may also push teachers toward 

schools with more positive feedback. 

 

Keywords: Education policy; evaluation; school/teacher effectiveness; supervision; regression 

analyses; econometric analyses   

 

  



Introduction 

Since the late 2000s, education agencies nationwide have reformed teacher evaluation 

systems to improve student outcomes. Despite the millions of dollars invested in these systems 

(Chambers et al., 2013; Stecher et al., 2018), rigorous studies evaluating the impact of their 

adoption do not detect average effects on student achievement nationwide or across multiple 

districts (Bleiberg et al., In Press; Hunter & Bowser, 2024; Song et al., 2021), although two 

districtwide studies detect subject-specific average effects in math or reading (Steinberg & 

Sartain, 2015; Taylor & Tyler, 2012).i The lack of detected average effects for these costly at-

scale reforms raises essential questions about mechanisms. Inferentially rigorous studies have 

investigated accountability-driven mechanisms, such as performance-based teacher dismissals or 

bonuses (Cullen et al., 2021; Dee et al., 2021; Dee & Wyckoff, 2015; Pham et al., 2021), and 

developmentally focused mechanisms, including policy-assigned classroom observations that 

allow school administrators to assess and provide feedback to teachers about their performance 

(de Barros, 2019; Hunter & Kho, 2023; Kraft & Christian, 2021; Song et al., 2021; Youngs et al., 

2020). We extend this literature and address the need to better understand teacher evaluation by 

examining a potentially significant driver of improvements in teaching and teacher effectiveness: 

a unique feature of feedback teachers receive after each formal classroom observation. Notably, 

teachers experienced more opportunities to receive such feedback in reformed systems since 

most increased the frequency of classroom observations and post-observation feedback 

conferences (Steinberg & Donaldson, 2016).  

There are different feedback types, each with a rich set of features; we examine a feature 

of performance feedback called valence. We follow prior work across disciplines to define and 

operationalize these terms. Feedback is information provided to an individual (i.e., teacher) 



about their past behavior or performance to modify their thinking or behavior to maintain 

performance among the highest performers or improve task performance for others (Church et 

al., 2019; Cianci et al., 2010; Fong et al., 2019; Goff et al., 2014; Goldring et al., 2015; Kluger & 

DeNisi, 1996; Vohra & Singh, 2005). Performance feedback is information communicated to an 

individual (i.e., teacher) about their current performance level compared to an expected 

benchmark; it plays a critical role in human capital and resource management by identifying 

discrepancies between actual and expected performance and offering encouragement or 

corrective action to maintain or enhance future performance through increased effort and 

learning (Holderness et al., 2017; Kraft & Christian, 2021). Feedback valence refers to how 

individual (i.e., teacher) performance compares to a relevant benchmark and is typically 

classified as positive or negative; positive feedback indicates that performance was higher than 

expected, while negative feedback suggests that performance was lower than expected 

(Holderness et al., 2017; Raaijmakers et al., 2017). Valence induces neurological, psychological, 

and behavioral responses that can affect performance (Bogard et al., 2020; Lechermeier & 

Fassnacht, 2018; Raaijmakers et al., 2017). 

Our study of valence and its consequences makes four contributions. Following 

Raaijmakers and colleagues (2017), it is among the first to operationalize feedback valence 

rigorously; we use observation-specific assessments of teacher performance by school 

administrators and teachers, affording new understandings about feedback. Like nearly every 

district in the United States, teachers in our setting are evaluated by school administrators during 

at least one formal classroom observation per year. Unlike any other evaluation setting (to our 

knowledge), the study district also expects teachers to submit a self-assessment of their 

performance after each observation. We subtract the mean indicator score a teacher gives their 



performance for observation k in year t based on a standards-based teaching rubric from the 

mean indicator score their formal evaluator gives for the same observation using the same rubric. 

We view evaluator scores and teacher self-assessment scores as feedback sources. In this study, 

we focus on an operationalization of performance feedback in which the “expected benchmark” 

is teachers’ self-assessments of their teaching after an observation, and evaluator scores for the 

same observation represent the teacher’s “performance level.” Our operationalization allows us 

to rigorously investigate positive and negative feedback valence from the teacher’s perspective 

(i.e., self-assessment scores), a rare affordance as most valence studies do not incorporate input 

from the feedback recipient and those that do typically rely on survey responses (Bogard et al., 

2020; Cherasaro et al., 2016; Cutumisu & Schwartz, 2016; Hunter & Springer, 2022; 

Raaijmakers et al., 2017). Second, our valence measure also allows us to explore valence 

intensity or the extent to which evaluator assessments exceeded or fell short of teacher self-

assessments (i.e., the magnitude of the score difference). Third, we rigorously examine the 

implications of extensive valence (i.e., whether feedback is negative) for teacher performance, 

productivity, and retention; moreover, ours is among the first studies across disciplines to 

examine relationships with labor market outcomes. Fourth, this study is the first to rigorously 

examine feedback valence in reformed teacher evaluation systems.  

We address the following questions: (1) Do teachers and evaluators similarly rate teacher 

performance? (2) What are the consequences of negative feedback valence on teacher 

performance, productivity, and mobility? Negative feedback activates neurological responses, 

leading to negative emotions that recipients (i.e., teachers) typically want to avoid (Carver & 

Scheier, 1982; Kim et al., 2018; Lechermeier & Fassnacht, 2018; Wiswede et al., 2009). 

Whether avoidance prompts (1) disregard and little to no performance improvement, (2) 



motivation to improve or learning resulting in improvement, or (3) flight from negative feedback 

providers depends on several organizational and individual characteristics (Bogard et al., 2020; 

Lechermeier & Fassnacht, 2018). Our data permits us to examine valence and its consequences 

independent of the most concerning sources of heterogeneity.  

 Relying on unique observation-level ratings of teacher performance from teachers and 

their evaluators from a large urban district in the South, we first examine the magnitude, 

distribution, and within-year patterns of classroom observation scores as these determine 

valence. Little work examines such within-year patterns. We then examine if negative feedback 

valence from classroom observation scores affects teachers’ subsequent performance, 

productivity, and mobility. We find that, on average and modally, teachers and their evaluators 

rate teacher performance similarly at the observation level. However, there is significant 

variability in valence intensity. We further find that teacher performance improves across 

multiple within-year classroom observations, reflected by ratings from teachers and evaluators. 

However, while the rates of growth in teacher self-assessments are homogenous across teachers 

receiving different numbers of annual classroom observations, evaluator scores exhibit higher 

growth rates for teachers receiving more annual observations, suggesting that the lowest-

performing teachers (i.e., those who receive the most annual observations) experience 

increasingly positive feedback valence. We also show that evaluators likely inflate the fourth 

(and final) observation score level for the lowest-performing teachers, resulting in a high dose of 

positive feedback near the end of school. Finally, when teachers receive negative feedback 

valence, their performance – as measured by evaluator ratings during subsequent classroom 

observations – improves, and these improvements are reflected in a teacher’s contribution to 

student achievement growth. Simultaneously, teachers who receive negative feedback may also 



seek alternative teaching assignments in schools where administrators provide positive feedback 

on average; however, we urge caution when interpreting these mobility patterns as they are based 

on imprecise estimates. Ultimately, the teacher evaluation mechanism examined strongly 

suggests that performance feedback from evaluation system measures can support the 

developmental goals of teacher evaluation systems. 

Background and Related Literature 

 Performance feedback is defined and operationalized in various ways across disciplines. 

In organizational psychology, it is seen as information intended to modify thinking or behavior 

to improve task performance (Kraft & Christian, 2021). In management control systems, it 

involves comparing performance to a benchmark to identify discrepancies and encourage 

improvement (Holderness et al., 2017). Despite differences across disciplines, there is a 

consensus that performance feedback is a tool for behavioral modification and performance 

improvement, core goals of reformed teacher evaluation systems (Almy, 2011; Church et al., 

2019; Donaldson, 2021; Holderness et al., 2017; Hunter & Springer, 2022; Kluger & DeNisi, 

1996; Kraft & Christian, 2021). 

Valence in feedback refers to whether the feedback is positive or negative and can 

significantly impact recipient performance via neural, psychological, and behavioral 

mechanisms. Positive feedback is associated with increased activation in brain regions linked to 

reward processing, which individuals are strongly motivated to pursue; therefore, positive 

feedback can reinforce target behaviors (Kim et al., 2018). Conversely, negative feedback 

triggers neural areas that process discomfort (Kim et al., 2018). Individuals can avoid such 

aversive stimuli by reaching target behaviors (improving performance), disregarding negative 

feedback or its implications for performance improvement (unchanged or worse performance), or 



fleeing negative feedback providers (switching schools) (Audia & Locke, 2003; Goldring et al., 

2015; Vohra & Singh, 2005).  

Emotionally, positive feedback tends to enhance self-esteem and pride, which can also 

reinforce target behaviors (London & Smither, 2002). Positive feedback recipients typically 

perceive it as more accurate and useful than negative feedback, increasing perceptions of 

message quality, usefulness, and fairness (Goff et al., 2014; Jawahar, 2007; Lechermeier & 

Fassnacht, 2018; Raaijmakers et al., 2017). That teachers in reformed teacher evaluation systems 

repeatedly report that their feedback is useful and accurate may suggest a prevalence of positive 

feedback (Cherasaro et al., 2016; Hunter, 2022, 2024). When coupled with positive feedback, 

performance-based rewards and setting specific performance goals can amplify its effectiveness 

(Cianci et al., 2010; Ilgen et al., 1979). However, most current teacher evaluation systems 

eschew performance-based rewards and research examining the descriptive feedback early-

career teachers receive in Tennessee suggests that most feedback episodes exclude setting 

specific goals, suggesting positive feedback in reformed systems may not be effective (Hunter & 

Springer, 2022; National Council on Teacher Quality, 2019). Moreover, a meta-analysis of 

rigorous research concerning feedback interventions suggests that positive feedback may not 

improve performance (Kluger & DeNisi, 1996). 

Other work finds that positive feedback can lead to worse performance under certain 

conditions (Lechermeier & Fassnacht, 2018). Individuals who repeatedly receive positive 

feedback about tasks requiring little marginal effort can become complacent or reduce their 

motivation to improve, leading to no improvement or worse performance over time (Cianci et al., 

2010; Ilgen et al., 1979). These conditions may exist in teacher evaluation systems as scholars 

consistently find that evaluators rate teacher performance highly, with little variability in the 



ratings that teachers receive (Grissom & Loeb, 2017; Kraft & Gilmour, 2016b; Weisberg et al., 

2009). Further K12 evidence indicates that evaluators, most of whom are principals, may issue 

high teacher performance ratings to avoid what they perceive to be the onerous process of 

dismissing low performers or the time and effort needed to create and monitor teacher 

improvement plans (Kraft & Gilmour, 2016a; Rodriguez & Hunter, 2021). Consequently, 

evaluator ratings may purposefully exceed teacher self-assessments to avoid conflicts with 

teachers that follow the issuance of low scores (Donaldson, 2021; Halverson et al., 2004; Kraft & 

Gilmour, 2016a).  

Negative feedback can lead to emotions like frustration, anger, and disappointment and is 

perceived by recipients as less accurate and diminishing self-image (Goff et al., 2014; Jawahar, 

2007; Lechermeier & Fassnacht, 2018; Raaijmakers et al., 2017). Indeed, consistent negative 

feedback may prompt recipients to leave their organization (school) to seek positive feedback 

elsewhere (Alicke & Sedikides, 2009; Church et al., 2019; Kluger & DeNisi, 1996; Vohra & 

Singh, 2005). However, in some contexts, these negative emotions can motivate individuals to 

increase effort, focus on goal attainment, and adjust their strategies for goal attainment (Goldring 

et al., 2015; Kluger & DeNisi, 1996; Lechermeier & Fassnacht, 2018; Raaijmakers et al., 2017). 

Negative feedback provides evaluators with opportunities to point teachers to specific 

professional learning opportunities, such as peer coaching or workshops, to improve 

performance (Hunter & Springer, 2022; Kraft & Christian, 2021). Additionally, research 

suggests that negative feedback provided by credible evaluators soon after the observed 

performance and received by individuals with relatively high self-efficacy can improve 

performance (Ilgen et al., 1979; Jawahar, 2006; Lechermeier & Fassnacht, 2018). Furthermore, 

individuals are more likely to increase effort rather than lower standards when performance goals 



are clear and help individuals identify errors and avoid problems, thereby enhancing neural 

rewards processing, psychological self-esteem, and performance (Hunter & Springer, 2022; 

Kluger & DeNisi, 1996; Van Dijk & Kluger, 2011).  

Teachers in reformed evaluation systems report that their evaluators are credible and that 

they can use post-observation feedback to improve performance (Cherasaro et al., 2016; Hunter, 

2024), suggesting that negative feedback might improve performance. Furthermore, policies in 

our study setting require that teachers receive post-observation feedback within one week of 

observation, ensuring that their feedback is timely. However, research examining the qualitative 

feedback received by hundreds of early-career teachers suggests that many receive feedback that 

does not set clear goals, provide evidence of individual errors, or provide actionable next steps 

teachers can follow to avoid future performance problems (Hunter & Springer, 2022).  

Ultimately, the effects of feedback valence on teacher performance, productivity, and 

mobility are unclear a priori. Prior work finds that positive and negative valence can improve 

performance under certain conditions, and reformed teacher evaluation systems exhibit 

conditions that could enable or mitigate such effects.   

Study Setting 

The setting for this study is a large urban school district located in the Southern United 

States. We rely on unique administrative data on the performance evaluations of educators 

collected by the district’s central office. Annually, teachers in this district are evaluated during at 

least one formal classroom observation (hereafter referred to as observations). The number of 

annual observations a teacher receives is based on their prior-year compositive effectiveness 

score and current-year certification status (i.e., whether the teacher has taught for less than four 

years). Notably, the district expects teachers to submit a self-assessment of their performance 



after each observation and input their self-assessment scores into the district’s central data 

management system prior to the post-observation conference with their evaluators. During these 

post-observation conferences, the district expects evaluators and teachers to refer to and discuss 

both the evaluator scores of the teacher’s performance as well as the teacher’s self-assessment 

scores.  

Classroom Observation System 

Beginning in the 2011-12 school year, the district implemented a revised classroom 

observation system for teacher evaluation. However, the requirement that teachers submit a self-

assessment of their instructional performance did not begin until the 2016-17 school year, and 

teacher self-assessment scores were not recorded in the district’s central data system until the 

2017-18 school year. Thus, this analysis relies on teacher self-assessment data from the 2017-18 

and 2018-19 school years. To evaluate teacher performance, evaluators and teachers rely on a 

classroom observation rubric resembling Danielson’s Framework for Teaching, which includes 

three evaluation domains: instruction (12 rubric items, or indicators); classroom environment 

(four indicators); and planning (three indicators) (see Appendix A for more detail on the 

classroom observation rubric). Each indicator describes specific aspects of standards-based 

teaching that are mapped onto three proficiency levels: below expectations (=1); at expectations 

(=3); and above expectations (=5). If evaluators believe the preponderance of evidence is 

between a 1 and 3, they are advised to issue a 2; similar logic applies to scores of 4. While low 

observation scores may affect myriad teacher or evaluator behaviors (Adnot et al., 2017; 

Grissom et al., 2017), they do not trigger formal policy consequences in the study context (e.g., 

tenure revocation, dismissal). 



Training, Certification, and Accountability. Evaluators receive two days of training on 

the use of the evaluation rubric, facilitating post-observation conferences with teachers, basic 

knowledge of state evaluation policy, and evaluation-informed teacher improvement. This 

training culminates in a certification exam participants must pass to conduct classroom 

observations. Certified evaluators need not be principals or assistant principals; however, less 

than 20% of study district evaluators are not school-based (i.e., district central office 

personnel). State policy holds evaluators accountable in two ways. First, teachers can file formal 

grievances if evaluators do not follow policy expectations (e.g., if teachers do not receive a copy 

of their observation scores). Second, the state evaluation system also assesses school 

administrators’ teacher evaluation and professional learning skills (see Grissom et al., 2018 for 

further explanation of the evaluator evaluation system). Although teachers do not participate in 

formal evaluator training, the study district encourages schools to hold norming sessions during 

which evaluators and teachers discuss the meaning of the performance rubric to develop a 

common understanding about how to use it when assessing teacher performance. 

Ratings Process. State policy dictates that teachers are annually assigned between one 

classroom observation – to teachers receiving the highest prior-year composite effectiveness 

score – and four classroom observations – to teachers with the lowest prior-year composite 

effectiveness score.ii Teachers in the middle effectiveness categories are assigned four or two 

observations depending on their certification status, which is effectively determined by years of 

experience. Although state policy expects the typical classroom observation to last 

approximately 15 minutes, evidence suggests that observations typically last 30 minutes (Hunter, 

2020).  



School administrators decide which evaluators observe which teachers and how many 

different evaluators will rate the same teacher in schools with multiple evaluators; prior evidence 

indicates that these assignments are nonrandom and strategic (Hunter & Rodriguez, 2021). 

Hunter and Rodriguez (2021) find that in schools with multiple evaluators, those spending less 

time per observation conduct more observations than their less efficient peers; evaluators with 

more years of experience also conduct more observations than their peers.  

Evaluators may either announce the timing of classroom observations to teachers in 

advance or may decide to observe a teacher’s classroom instruction unannounced. Although a 

structured, face-to-face post-observation conference follows every classroom observation, pre-

observation conferences only occur for announced observations. Moreover, state policy dictates 

that post-observation conferences should occur less than one week after the observation.  

The timing of score entry into the district’s central data management system is clear for 

teachers but ambiguous for evaluators. Teachers enter self-assessment scores into the data 

management system after the observation but prior to their post-observation conference with 

their evaluators. Evaluators can record their observation scores of teachers at any time during or 

after the observation but must enter their scores prior to the post-observation conference. This is 

because district leaders expect evaluators and teachers to discuss both teacher self-assessment 

and evaluator scores during the post-observation conference. Although teachers do not see 

evaluator scores prior to the post-observation conference, evaluators can review teacher self-

assessment scores (via the data management system) before recording their evaluation scores. 

Thus, teacher self-assessments might influence evaluator scores; in such cases, we assume that 

evaluators will inflate their evaluation scores, an assumption that is consistent with prior 

evidence that evaluators prefer to avoid conflicts with teachers during post-observation 



conferences (Kraft & Gilmour, 2016a). Finally, during post-observation conferences, evaluators 

are expected to discuss with teachers their instructional strengths, at least one area for 

improvement, and plans for improvement. Evaluators might help teachers address an area for 

improvement directly via feedback or indirectly by pointing teachers to appropriate professional 

learning opportunities. State and district policies expect evaluators to set improvement timelines 

and rubric-aligned performance goals with their teachers.  

Data & Sample 

We rely on administrative data from the 2017-18 and 2018-19 school years. We also 

incorporate teacher school assignment data from the beginning of the 2019-20 school year for 

analyses of teacher mobility. From the administrative data, we construct three analytic samples. 

The first sample is a teacher-observation-year panel; at this level, we link all evaluated teachers 

in grades K–12 to their evaluators, observation dates, teacher self-assessment scores, and 

evaluator scores (full sample).iii The second sample is at the teacher-year level and includes 

teacher and evaluator race/ethnicity, gender, education level, years of experience, and summative 

observation and effectiveness scores (teacher-by-year sample).iv The second sample also 

includes K-12 teachers and, when relying on prior-year measures, excludes first-year teachers. 

The third sample (VAM sample) is restricted to math or reading/English teachers who receive a 

state-issued value-added measure (VAM) (i.e., teachers in tested grades/subjects). We link these 

math and reading/English teachers to the following classroom characteristics: the proportion of a 

teacher’s students who are female, economically disadvantaged, and nonwhite, and the number 

of office referrals received by the teacher’s average student. We also obtain the prior-year 

standardized math and reading achievement scores of students in grades 4 – 8 and prior-year 

standardized algebra I and II and English I – III end-of-course achievement scores for high 



school students. We calculate the student-level average of each student’s prior-year math and 

reading (or algebra and English) scores (which are standardized at the subject-grade-year level), 

and then aggregate these student-level means to the classroom level to construct a composite 

measure of the incoming (i.e., prior-year) academic achievement of a teacher’s students.  

Sample 

 Table 1 summarizes the demographic and performance characteristics of teachers in our 

full analytic sample, both overall and by the count of annual classroom observations. The sample 

includes 5,251 unique K-12 teachers, 9,070 teacher-year observations and 20,045 teacher-year-

observation occurrences. On average, teachers receiving more annual observations have fewer 

years of teaching experience and are less likely to hold an advanced degree (see Panel A). 

Moreover, teachers receiving more annual observations receive lower observation scores from 

their evaluators, on average, than teachers who receive fewer annual observations. Similarly, 

among teachers who receive a state-issued VAM score, those who receive fewer annual 

observations are more effective (as measured by student achievement growth) than their teacher 

peers who receive three or four annual observations. These patterns are consistent with the fact 

that teachers who are less experienced, on average, receive lower performance scores than their 

more experienced colleagues and more annual observations by school-based evaluators.   

[Insert Table 1 about here] 

Magnitude, Distribution, and Within-Year Patterns of Classroom Observation Scores 

We construct a measure of intensive valence from the teacher’s perspective using teacher 

self-assessments and evaluator scores. Specifically, we define 𝑆𝑐𝑜𝑟𝑒𝑗𝑘𝑡
𝑒𝑣𝑎𝑙𝑢𝑎𝑡𝑜𝑟  as the evaluator’s 

rating of teacher j during classroom observation k in school year t and 𝑆𝑐𝑜𝑟𝑒𝑗𝑘𝑡
𝑡𝑒𝑎𝑐ℎ𝑒𝑟  as teacher j’s 



self-assessment of classroom observation k in school year t.  We define intensive valence as 

follows:  

(1) 𝑉𝑎𝑙𝑒𝑛𝑐𝑒𝑗𝑘𝑡 = 𝑆𝑐𝑜𝑟𝑒𝑗𝑘𝑡
𝑒𝑣𝑎𝑙𝑢𝑎𝑡𝑜𝑟 − 𝑆𝑐𝑜𝑟𝑒𝑗𝑘𝑡

𝑡𝑒𝑎𝑐ℎ𝑒𝑟  

When an evaluator rates a teacher’s performance as high (or higher) than the teacher’s self-

assessment, 𝑉𝑎𝑙𝑒𝑛𝑐𝑒𝑗𝑘𝑡 ≥ 0 and feedback valence is positive. Alternatively, we characterize 

𝑉𝑎𝑙𝑒𝑛𝑐𝑒𝑗𝑘𝑡 < 0 as negative feedback valence.v  

 Figure 1 shows the magnitude and distribution of teacher and evaluator observation 

scores. Across all 20,045 teacher-year-observation occurrences, the mean (standard deviation) 

teacher self-assessment score is 3.79 (0.62). Notably, the typical evaluator score is nearly 

identical to the typical teacher self-assessment score, with a mean (standard deviation) of 3.73 

(0.64). Thus, while mean intensive valence is modest in magnitude (0.06), indicating that the 

typical observation is rated similarly by both teachers and their evaluators, we also observe 

significant variability in intensive valence (SD=0.55).  

<Figure 1 about here> 

 We further illustrate the relationships between teacher and evaluation scores and valence 

in Figure 2. The top-left panel illustrates the relationship between teacher self-assessments and 

evaluator ratings; the dotted line represents identical scores, and the solid line is a lowess curve. 

The data and lowess curve reveal a positive correlation between teacher self-assessment and 

evaluator scores, though this relationship also demonstrates notable heteroskedasticity, with 

greater variation in teacher self-assessments occurring at higher evaluator ratings. The intensive 

valence analyses in the lower panels illuminate the mechanical relationships between observation 

scores and valence; in these panels, the dotted line is plotted for Valence = 0 while the solid line 

represents lowess curves. Low (high) evaluator scores tend to yield greater magnitudes of 



negative (positive) intensive valence because high (low) evaluator scores produce a floor 

(ceiling). Despite the positive mechanical relationship between evaluator scores and intensive 

valence, the substantial variation in teacher self-assessments in the bottom-left of Figure 2 shows 

that low evaluator scores can still yield positive valence (Valence > 0) and high evaluator scores 

can yield negative valence (Valence < 0). Analogous patterns exist between teacher self-

assessments and intensive valence in the bottom-right panel of Figure 2.  

< Figure 2 about here > 

Distributions and Within-Year Patterns 

To better understand the underlying patterns of intensive valence, Figure 3 presents the 

within-year distribution of mean teacher self-assessment and evaluator scores by the total 

number of observations teacher j was subject to in school year t. Teacher and evaluator scores 

follow similar patterns across the first three annual observation occurrences. Namely, teacher 

self-assessment scores are, on average, greater in magnitude than evaluator scores for any given 

observation; this pattern holds independent of the total number of annual observations a teacher 

received. Further, there is a downward trend in mean observation scores – both from evaluators 

and teacher self-assessment scores – as the number of total annual observations received 

increases, a pattern consistent with the fact that lower-performing teachers are annually assigned 

more classroom observations. At the same time, teacher performance, as measured by evaluator 

and teacher scores, rises across multiple observations within each teacher group receiving the 

same number of annual observations. Yet, for teachers receiving four annual observations – the 

lowest-performing teachers based on prior-year evaluation ratings – evaluator scores are 

significantly higher than teacher self-assessment scores for the fourth (and final) annual 

observation, producing an unexpectedly high dose of positive feedback.   



 <Figure 3 about here> 

 To formally examine the within-year patterns of observation scores presented in Figure 3, 

we estimate variants of the following regression specification:  

(2) 𝑦𝑗𝑘𝑡 = 𝛿𝜆𝑗𝑘𝑡 + 𝜙𝑗𝑒𝑡 + 𝑢𝑗𝑘𝑡, 

where 𝑦𝑗𝑘𝑡 is, alternatively,  𝑆𝑐𝑜𝑟𝑒𝑗𝑘𝑡
𝑡𝑒𝑎𝑐ℎ𝑒𝑟 , 𝑆𝑐𝑜𝑟𝑒𝑗𝑘𝑡

𝑒𝑣𝑎𝑙𝑢𝑎𝑡𝑜𝑟 , or 𝑉𝑎𝑙𝑒𝑛𝑐𝑒𝑗𝑘𝑡. The variable 𝜆𝑗𝑘𝑡 

represents the linear count k of observations received by teacher j in school year t, 𝜙𝑗𝑒𝑡 captures 

teacher-by-evaluator-by-year fixed effects (FE), and 𝑢𝑗𝑘𝑡 is the error term. The coefficient 𝛿 

represents the magnitude by which observation scores or valence intensity change with each 

additional within-year observation (i.e., the score gradient). Further, the vector 𝜙𝑗𝑒𝑡 effectively 

compares the change in observation scores across observations within teacher-by-evaluator pairs 

within each school year. We apply these FE because evaluator characteristics, recipient (teacher) 

traits, and interactions between these characteristics and traits can affect evaluator and self-

assessment scores independent of true performance (Grissom & Bartanen, 2022; Ilgen et al., 

1979; Kraft & Gilmour, 2016a; Lechermeier & Fassnacht, 2018; Steinberg & Sartain, 2021). The 

observation-level data directly contributing to our coefficients come from teachers observed at 

least three times by the same evaluator in the same year. We also estimate 𝛿 for teacher 

subgroups by total observations received, interacting 𝜆𝑗𝑘𝑡 with indicator variables for the total 

count of annual observations teacher j received in school year t.  

Table 2 (Panel A) presents evidence of the within-year score gradient. On average, 

teacher self-assessment scores increase within a school year by 0.10 points (approximately 0.16 

standard deviations of teacher scores) with each additional observation. In comparison, evaluator 

scores increase by 0.16 points (approximately 0.25 standard deviations of evaluator scores) with 

each additional observation. Thus, with each additional observation received, the intensive 



valence increases by 0.06 points (approximately 0.11 standard deviations of intensive valence 

scores). This suggests that as teachers receive additional observations, their evaluators 

increasingly provide more positive feedback. Notably, the teacher self-assessment score gradient 

is relatively homogeneous across teachers receiving different total annual observations (see 

column V of Table 2, Panel A). However, the evaluator score gradient is increasing in the count 

of annual observations received (see column VI), suggesting that evaluators provide increasingly 

positive feedback to the lowest-performing teachers who receive more annual observations. 

Thus, the degree of positive feedback received and the magnitude of intensive valence is largest 

for teachers receiving four annual observations (0.07 points)  – the lowest performing teachers, 

on average – while we detect no differences in intensive valence among higher-performing 

teachers receiving two annual observations (see column IV).  

<Table 2 about here> 

To examine the influence of the fourth (and final) evaluator score (i.e., 𝑆𝑐𝑜𝑟𝑒𝑗4𝑡
𝑒𝑣𝑎𝑙𝑢𝑎𝑡𝑜𝑟) 

on the measured growth in performance among the lowest-performing teachers, we estimate 

variants of equation (2) as follows. First, we estimate equation (2) on a subset of the full sample, 

which excludes the fourth teacher self-assessment score (𝑆𝑐𝑜𝑟𝑒𝑗4𝑡
𝑡𝑒𝑎𝑐ℎ𝑒𝑟) and the fourth evaluator 

score (𝑆𝑐𝑜𝑟𝑒𝑗4𝑡
𝑒𝑣𝑎𝑙𝑢𝑎𝑡𝑜𝑟) for teachers with four annual observations; doing so enables insight into 

the performance growth of all teachers (and by total observations received) across just the first 

three classroom observations (see Table 2, Panel B). We then apply the parameter estimates from 

this regression to predict the fourth-observation evaluator score (𝑆𝑐𝑜𝑟𝑒𝑗4𝑡
𝑒𝑣𝑎𝑙𝑢𝑎𝑡𝑜𝑟̂ ); i.e., the fourth 

observation score evaluators should have issued based on the observation score trend across the 

first three observations (note that we do not extrapolate the teacher self-assessment score for the 

fourth observation since it does not meaningfully deviate from the observation trend based on the 



first three teacher scores; see Figure 4). Then, we create a new variable –  𝑆𝑐𝑜𝑟𝑒𝑗𝑘𝑡
𝑒𝑣𝑎𝑙𝑢𝑎𝑡𝑜𝑟̂  –  and 

replace the actual evaluator score from a teacher’s fourth classroom observation (𝑆𝑐𝑜𝑟𝑒𝑗4𝑡
𝑒𝑣𝑎𝑙𝑢𝑎𝑡𝑜𝑟) 

with the predicted fourth-observation evaluator score (𝑆𝑐𝑜𝑟𝑒𝑗4𝑡
𝑒𝑣𝑎𝑙𝑢𝑎𝑡𝑜𝑟̂ ). Next, we investigate 

whether (and the extent to which) the performance gradient across observations is influenced by 

the actual evaluator score from a teacher’s fourth classroom observation. To do so, we compare 

the parameter estimate 𝛿 (from Equation (2)) to the same parameter estimate from a regression in 

which only the observed fourth-observation evaluator score is replaced by the predicated fourth-

observation evaluator score (see Table 2, Panel C); all other scores use the observed evaluator 

and teacher scores.  

Results reveal that the growth in teacher performance – as rated by both teachers and 

evaluators – based on just the first three observations (see Panel B, columns V and VI) is 

identical to the estimated performance growth when we include the predicted fourth evaluator 

score (see Panel C, columns V and VI). Further, the intensive valence gradient is not only small 

in magnitude (though statistically significant) when excluding the fourth score and when using 

the predicted fourth evaluator score (0.03, see Panels B and C, column I), but also is 

substantively different in magnitude than the discordance gradient based on all observed 

evaluator scores (0.06). Notably, the estimated growth in teacher performance based on evaluator 

scores – the scores that determine high-stakes teacher evaluation ratings in this context – is 

significantly smaller in magnitude when excluding the fourth scores and when using the 

predicted fourth evaluator score (0.13, see Panels B and C, column III) than when based on all 

observed evaluator scores (0.16, see Panel A, column III). Together, these results suggest that 

evaluators may likely inflate the fourth and final observation score for the lowest-performing 

teachers. 



As a robustness check on our primary results on the magnitude of intensive valence 

presented in Table 2, we estimate a nonparametric version of equation (2) in which we replace 

the linear count of total annual observations (𝜆𝑗𝑘𝑡) with 𝜆𝑘, an indicator variable for the kth 

observation up to the fourth classroom observation (the omitted reference category is the first 

classroom observation of the school year) (see Table 3). In alternative models, we include either 

month FE, which controls for the within-year timing of each classroom observation, or domain 

FE, which controls for potential differences in classroom observation scores by the domain of 

teacher performance. In all cases, results indicate significant positive feedback valence during 

the fourth (and final) classroom observation (see Table 3). Equations 1 and 2 and related 

robustness checks were applied to the full sample. 

<Table 3 about here> 

The Consequences of Feedback Valence 

Methods 

Within-Year Performance: Extensive Margin. We first consider relationships between 

within-year performance, as measured by evaluator scores, and our valence measure, a derivation 

of prior-observation teacher self-assessment and evaluator scores using the full sample. Omitted 

variables related to prior-observation teacher self-assessments and serially related to evaluator 

scores may undo our inferences about these relationships. Recent research from reformed teacher 

evaluation systems suggests time-invariant evaluator-by-teacher interactions (i.e., race-matching) 

may serially affect evaluator scores, implying that our research design should control for 

evaluator-by-teacher interactions that do not change over time (Grissom & Bartanen, 2022; 

Steinberg & Sartain, 2021). Research also intimates possible time-variant evaluator-by-teacher 

confounders, such as evaluator anticipation of feedback recipients' reactions to negative 



feedback, which may aggravate the work environment or leaving the organization (school), 

which school administrators seek to avoid and may avoid by issuing inflated ratings (D. J. 

Campbell & Lee, 1988; Heidemeier & Moser, 2009; Kraft & Gilmour, 2016a; Rodriguez & 

Hunter, 2021). Additionally, variation in the composition of students taught by a teacher over 

time affects (summative) evaluator ratings (S. L. Campbell & Ronfeldt, 2018; Steinberg & 

Garrett, 2016). Therefore, we identify covariation between Valence and 𝑆𝑐𝑜𝑟𝑒𝑗𝑘𝑡
𝑒𝑣𝑎𝑙𝑢𝑎𝑡𝑜𝑟  within 

evaluator-by-teacher-by-years, effectively comparing performance over months within an 

academic year within evaluator-by-teacher pairs. We first model the extensive margin of 

negative feedback valence on evaluator scores, estimating variants of the following specification:    

(4) 𝑆𝑐𝑜𝑟𝑒𝑗𝑘𝑡
𝑒𝑣𝑎𝑙𝑢𝑎𝑡𝑜𝑟 = 𝛿𝐼(𝑉𝑎𝑙𝑒𝑛𝑐𝑒𝑗𝑡,𝑘−1 < 0) + 𝜙𝑗𝑒𝑡 + 𝑢𝑗𝑘𝑡. 

The indicator function 𝐼(𝑉𝑎𝑙𝑒𝑛𝑐𝑒𝑗𝑡,𝑘−1 < 0) takes a value of one when the jth teacher 

receives negative feedback during the observation occurrence (k-1) within year t. The variable 

𝜙𝑗𝑒𝑡 captures teacher-by-evaluator-by-year FE, and as with equation (2), we estimate equation 

(4) using the full sample. At the extensive margin, 𝛿 represents the difference in 𝑆𝑐𝑜𝑟𝑒𝑗𝑘𝑡
𝑒𝑣𝑎𝑙𝑢𝑎𝑡𝑜𝑟  

after teacher j receives negative instead of positive feedback during their prior classroom 

observation across observations conducted by the same evaluator in an academic year. 

Mechanically, information from at least two observation occurrence-level panels within 

evaluator-by-teacher-by-years contributes to 𝛿 directly because 𝜙 absorbs variation from 

evaluator-by-teacher-by-years with a single panel. Each panel includes information from 

observations k and (k – 1); therefore, 𝛿 relies on information from teachers receiving at least 

three observations per year, who are among the least experienced or lowest performing regarding 

prior-year composite effectiveness scores.  



We test the rigor and external validity of our inferences based on equation (4) under a 

separate set of assumptions about data generation and by estimating 𝛿 using information from all 

but the teachers receiving one observation per year (those with the highest prior-year composite 

effectiveness score), which we argue are teachers of the greatest practical and policy interest. 

Our inferences based on equation (4) could be undone if post-observation conferences with 

negative feedback systematically coincide with other performance-improving inputs independent 

of the observation process, and these coincidental inputs systematically explain significant 

variation in evaluator scores independent of evaluator-by-teacher-by-year interactions. Equation 

(5) and its variants account for many sources of dynamic within-year shocks via the lagged 

outcome: 

 (5) 𝑆𝑐𝑜𝑟𝑒𝑗𝑘𝑡
𝑒𝑣𝑎𝑙𝑢𝑎𝑡𝑜𝑟 = 𝛿𝐼(𝑉𝑎𝑙𝑒𝑛𝑐𝑒𝑗𝑡,𝑘−1 < 0) + 𝑆𝑐𝑜𝑟𝑒𝑗𝑡,𝑘−1

𝑒𝑣𝑎𝑙𝑢𝑎𝑡𝑜𝑟 + 𝑢𝑗𝑘𝑡. 

Equation (5) estimates 𝛿 using variation across and within teachers (and across and 

within evaluators) who, during observation (k  - 1), received the same evaluator score but 

negative instead of positive feedback (due to higher-than-their-evaluator teacher self-assessment 

scores). Consistent with the value-added literature, we assume that the lagged outcome controls 

for all unobserved differences affecting 𝛿 up to the point when the lagged outcome was 

measured during observation (k - 1), which coincides with the receipt of treatment (negative 

feedback) (Bacher-Hicks & Koedel, 2023; Cowan et al., 2022). Notably, there is an average of 

four months between observations k and (k-1) among teachers receiving two observations per 

year and a mean of only two months between observations k and (k - 1) for teachers receiving 

four observations per year. Therefore, we assume that equation (5) accounts for all but the most 

recent pre-treatment differences between treated and untreated cases, leaving some alternative 

treatments occurring near the time of observation (k - 1) as the only source of variation in 



𝑆𝑐𝑜𝑟𝑒𝑗𝑘𝑡
𝑒𝑣𝑎𝑙𝑢𝑎𝑡𝑜𝑟  capable of undoing our inferences. The alternative treatments equation (5) does 

not control for would need to have a relationship with 𝑆𝑐𝑜𝑟𝑒𝑗𝑘𝑡
𝑒𝑣𝑎𝑙𝑢𝑎𝑡𝑜𝑟 , but not 𝑆𝑐𝑜𝑟𝑒𝑗𝑡,𝑘−1

𝑒𝑣𝑎𝑙𝑢𝑎𝑡𝑜𝑟  

from 2 to 4 months prior; we assume such alternative treatments are unlikely to exist. In variants 

of equation (5), we apply evaluator or evaluator-by-year FE to restrict comparisons of 

𝑆𝑐𝑜𝑟𝑒𝑗𝑘𝑡
𝑒𝑣𝑎𝑙𝑢𝑎𝑡𝑜𝑟  to those issued by the same evaluator across months over years or months within 

academic years for reasons related to our discussion of confounding evaluator characteristics. 

The final analysis of the within-year extensive margin examines the sensitivity of our 

inferences from equation (4) using tests introduced by Rosenbaum and Rubin (1983) and 

extended by Cinelli and Hazlett (2020). These tests report the maximum bias multiple, non-linear 

omitted variables (OV) can introduce under plausibly confounding conditions. We contextualize 

such conditions using 𝑆𝑐𝑜𝑟𝑒𝑗𝑡,𝑘−1
𝑒𝑣𝑎𝑙𝑢𝑎𝑡𝑜𝑟  . First, we add 𝑆𝑐𝑜𝑟𝑒𝑗𝑡,𝑘−1

𝑒𝑣𝑎𝑙𝑢𝑎𝑡𝑜𝑟  to equation (4) to see if it 

affects 𝛿 since the differenced residual is necessarily correlated with the lagged outcome as both 

are functions of 𝑢𝑗𝑡,𝑘−1, which can create mechanical endogeneity. Then, we estimate the 

explanatory power of 𝑆𝑐𝑜𝑟𝑒𝑗𝑡,𝑘−1
𝑒𝑣𝑎𝑙𝑢𝑎𝑡𝑜𝑟  regarding 𝑆𝑐𝑜𝑟𝑒𝑗𝑘𝑡

𝑒𝑣𝑎𝑙𝑢𝑎𝑡𝑜𝑟  and 𝐼(𝑉𝑎𝑙𝑒𝑛𝑐𝑒𝑗𝑡,𝑘−1 < 0) 

independent of 𝜙. The sensitivity test for equation (4) assumes no OV explains more residual 

outcome or treatment variation (i.e., variation independent of 𝜙) than 𝑆𝑐𝑜𝑟𝑒𝑗𝑡,𝑘−1
𝑒𝑣𝑎𝑙𝑢𝑎𝑡𝑜𝑟 . We then 

see if an OV resembling 𝑆𝑐𝑜𝑟𝑒𝑗𝑡,𝑘−1
𝑒𝑣𝑎𝑙𝑢𝑎𝑡𝑜𝑟  explains enough residual outcome and treatment to undo 

our inferences; moreover, we press the limits of plausibility using scaled-up OVs explaining 

twice and thrice as much residual variation as 𝑆𝑐𝑜𝑟𝑒𝑗𝑡,𝑘−1
𝑒𝑣𝑎𝑙𝑢𝑎𝑡𝑜𝑟 . We then repeat these steps using 

𝑆𝑐𝑜𝑟𝑒𝑗𝑡,𝑘−1
𝑡𝑒𝑎𝑐ℎ𝑒𝑟 , or the teacher self-assessment scores from observation (k - 1).  

Within-Year Performance: Intensive Margin. To estimate the intensive margin, we 

interact the indicator function 𝐼(𝑉𝑎𝑙𝑒𝑛𝑐𝑒𝑗𝑡,𝑘−1 < 0) with the degree of valence intensity during 



observation (k - 1), which we measure as the absolute value of 𝑉𝑎𝑙𝑒𝑛𝑐𝑒𝑗𝑡,𝑘−1 (i.e., 

|𝑉𝑎𝑙𝑒𝑛𝑐𝑒𝑗𝑡,𝑘−1|). Including this interaction term enables insight into whether 𝑆𝑐𝑜𝑟𝑒𝑗𝑘𝑡
𝑒𝑣𝑎𝑙𝑢𝑎𝑡𝑜𝑟  

varies based on valence direction (negative or positive) and intensity. We specify the model as 

follows:  

(6) 𝑆𝑐𝑜𝑟𝑒𝑗𝑘𝑡
𝑒𝑣𝑎𝑙𝑢𝑎𝑡𝑜𝑟

=  𝛿𝐼(𝑉𝑎𝑙𝑒𝑛𝑐𝑒𝑗𝑡,𝑘−1 < 0) + 𝛽1|𝑉𝑎𝑙𝑒𝑛𝑐𝑒𝑗𝑡,𝑘−1| + 𝛽2[𝐼(𝑉𝑎𝑙𝑒𝑛𝑐𝑒𝑗𝑡,𝑘−1 < 0)

∙ |𝑉𝑎𝑙𝑒𝑛𝑐𝑒𝑗𝑡,𝑘−1|] + 𝜙𝑗𝑒𝑡 + 𝑢𝑗𝑡𝑘 

 In equation (6), 𝛽1 represents the change in 𝑆𝑐𝑜𝑟𝑒𝑗𝑘𝑡
𝑒𝑣𝑎𝑙𝑢𝑎𝑡𝑜𝑟  associated with a unit 

increase in valence intensity among cases of positive feedback during observation (k - 1) across 

observations within evaluator-by-teacher-by-years.vi 𝛽2 captures the differential change in 

𝑆𝑐𝑜𝑟𝑒𝑗𝑘𝑡
𝑒𝑣𝑎𝑙𝑢𝑎𝑡𝑜𝑟  as a function of valence intensity during observation (k-1) among cases of 

negative feedback relative to cases of positive feedback across observations within evaluator-by-

teacher-by-years. The linear combination of 𝛽1 + 𝛽2 represents the total change in 

𝑆𝑐𝑜𝑟𝑒𝑗𝑘𝑡
𝑒𝑣𝑎𝑙𝑢𝑎𝑡𝑜𝑟  associated with a unit change in valence intensity during observation (k – 1) for 

cases of negative feedback across observations within evaluator-by-teacher-by-years. Standard 

errors in equations (4) – (6) are clustered at the teacher level. 

Across-Year Productivity and Mobility: Extensive Margins. We examine changes in 

annual teacher value-added to student achievement (VAM, using the VAM sample) and teacher 

mobility across schools (using the teacher-by-year sample) associated with receiving a 

preponderance of negative feedback across observations within academic years using the 

following equation 

(6) 𝑦𝑗𝑡 =  𝛿𝐼(𝑉𝑎𝑙𝑒𝑛𝑐𝑒𝑗𝑡 > 0) + 𝑋𝑗𝑡𝐴 + 𝑊𝑗𝑡𝐵 + 𝜆𝑗𝑡 + 𝜃𝑗𝑒 + 𝑢𝑗𝑡, 



where 𝑦𝑗𝑡 is the state-issued VAM score or a binary mobility indicator for teacher j in year t.vii 

The mobility measure indicates whether (or not) teacher j remains in their school after the end of 

year t (Retain). Since 𝑦𝑗𝑡 is measured at the teacher-year level, we aggregate valence measures to 

the same level: 𝑉𝑎𝑙𝑒𝑛𝑐𝑒𝑗𝑡 is the jth teacher’s average valence intensity across all observations 

within year t and 𝐼(𝑉𝑎𝑙𝑒𝑛𝑐𝑒𝑗𝑡 > 0) takes a value of one when teacher j’s average intensive 

valence from all observations in year t is less than zero. The vector X includes the classroom 

characteristics of students in teacher j’s class during school year t, including: prior-year student 

achievement, proportion of economically disadvantaged students, proportion of nonwhite 

students, and prior-year student disciplinary referrals as prior work finds that these aspects of 

classroom composition affect evaluator scores, and may therefore affect our valence measure and 

evaluator-provided evaluation-informed supports to improve teacher productivity (S. L. 

Campbell & Ronfeldt, 2018; Garrett & Steinberg, 2015; Steinberg & Garrett, 2016). The vector 

W includes controls for the following teacher-level characteristics: gender, race, education level, 

years of experience, and prior-year observation scores, which can also affect evaluator scores 

and provided supports (Grissom & Bartanen, 2022; Steinberg & Sartain, 2021). The vector V 

controls for evaluator-level characteristics for evaluator e who conducted observation k (for 

teacher j) in school year t, including gender, race, education level, years of experience, and prior-

year observation score since these characteristics may affect evaluator-by-teacher matching and 

feedback provided (Hunter & Rodriguez, 2021; Hunter & Springer, 2022). 𝜆𝑗𝑡 controls for the 

number of observations assigned to teacher j in year t because prior work suggests that evaluator 

knowledge about these assignments may (un)consciously influence evaluator scores and 

evaluation-informed supports to improve performance or productivity (Hunter, 2020). We also 

control for teacher-by-evaluator heterogeneity, such as race-matching effects, on teacher 



productivity and mobility via 𝜃𝑗𝑒. Equation (6) does not account for unobserved differences 

within evaluator-by-teacher pairs over time unrelated to our controls. Standard errors are 

clustered at the teacher level. 

Findings 

 Within-Year Performance: Extensive Margin. Table 4 results suggest that teachers 

experiencing negative (instead of positive) feedback valence about their performance during the 

prior observation are rated, on average, higher by their evaluators at the extensive margin. 

Whether we compare evaluator scores within teacher-by-years or evaluator-by-teacher-by-years, 

the models predict an increase of 0.07 (0.11 standard deviations) in evaluator scores (columns I 

and II).  

[Insert Table 4 about here] 

Results from the teacher-by-year and evaluator-by-teacher-by-years FE models in 

columns I and II may reflect spurious reversion to within-teacher mean performance because we 

compare a teacher’s performance during observation k conditional on a discontinuous function of 

their performance from observation (k - 1), and because negative extensive valence is associated 

with low evaluator scores (see Figure 2). We empirically interrogate the possibility of mean 

reversion as an explanation of results in columns I and II using a falsification test under the 

assumption that a performance change of approximately x units during observation k within 

individuals due to mean reversion is preceded by an abnormal performance change of x units in 

the opposite direction during observation (k – 1) (otherwise, the mean reversion during 

observation k would over- or under-compensate). If negative valence is effectively an indicator 

of positive mean reversion and our assumption is reasonable, we should observe heterogeneity 

within cases of negative and positive valence regarding the magnitude of the abnormal shock (x) 



during observation (k – 1) according to the magnitude of x. We implement this test by defining x 

as (𝑆𝑐𝑜𝑟𝑒𝑗𝑘𝑡
𝑒𝑣𝑎𝑙𝑢𝑎𝑡𝑜𝑟 − 𝑆𝑐𝑜𝑟𝑒𝑗∗𝑡

𝑒𝑣𝑎𝑙𝑢𝑎𝑡𝑜𝑟̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅)/[𝑆𝐷(𝑆𝑐𝑜𝑟𝑒𝑗∗𝑡
𝑒𝑣𝑎𝑙𝑢𝑎𝑡𝑜𝑟)], or evaluator scores standardized 

within evaluator-by-teacher-by-years, then find the quartiles of x, defined as xQrt. Next, we 

estimate variants of the following model: 

(7) 𝑆𝑐𝑜𝑟𝑒𝑗𝑘𝑡
𝑒𝑣𝑎𝑙𝑢𝑎𝑡𝑜𝑟 = 𝛿𝐼(𝑉𝑎𝑙𝑒𝑛𝑐𝑒𝑗𝑡,𝑘−1 < 0) + 𝜋𝐼(𝑉𝑎𝑙𝑒𝑛𝑐𝑒𝑗𝑡,𝑘−1 < 0) ∗ 𝑥𝑄𝑟𝑡𝑗𝑒𝑡 +

𝛽3𝑥𝑄𝑟𝑡𝑗𝑒𝑡 + 𝜙𝑗𝑒𝑡 + 𝑢𝑗𝑘𝑡, 

where the reference group of xQrt is the first quartile. We are interested in the joint significance 

of 𝜋; if we do not detect joint significance, it suggests none of the heterogeneity needed for a 

valid positive mean reversion argument. The joint significance of 𝜋 when standardizing within 

teacher-by-years is p > 0.89 and is p > 0.60 when standardizing within evaluator-by-teacher-by-

years, casting significant doubt on a positive mean reversion explanation.  

 Furthermore, results in Table 4 columns III-V from the lagged outcome models without 

teacher-by-year FEs or interactions with them yield remarkably consistent estimates with the FE 

models in columns I and II. Comparing changes in  𝑆𝑐𝑜𝑟𝑒𝑗𝑘𝑡
𝑒𝑣𝑎𝑙𝑢𝑎𝑡𝑜𝑟  conditional on negative 

valence among observations (k - 1) with the same observation (k - 1) evaluator score suggests a 

performance improvement of 0.08 units (0.13 standard deviations). Moreover, these relationships 

hold when comparing within years, evaluators and years, and evaluator-by-years, which would 

control for the endogenous influence of evaluator traits and characteristics that do not change 

within years. Notably, positive mean reversion is unlikely to account for estimates in the lagged 

outcome models because they do not make comparisons within teachers over time.  

Within-Year Performance: Intensive Margin. We also find that 𝑆𝑐𝑜𝑟𝑒𝑗𝑘𝑡
𝑒𝑣𝑎𝑙𝑢𝑎𝑡𝑜𝑟  

responds to the intensity of negative feedback valence (see Table 5). A unit increase in positive 

valence during observation (k - 1) is associated with a 0.25 unit (0.39 standard deviation) 



decrease in 𝑆𝑐𝑜𝑟𝑒𝑗𝑘𝑡
𝑒𝑣𝑎𝑙𝑢𝑎𝑡𝑜𝑟  during observation k.viii In contrast, a unit increase in negative 

feedback is associated with a 0.07 increase in 𝑆𝑐𝑜𝑟𝑒𝑗𝑘𝑡
𝑒𝑣𝑎𝑙𝑢𝑎𝑡𝑜𝑟  (0.11 standard deviation). Thus, 

this evidence suggests that teachers respond to more positive feedback at the intensive margin by 

reducing effort, reflected in a decrease in 𝑆𝑐𝑜𝑟𝑒𝑗𝑘𝑡
𝑒𝑣𝑎𝑙𝑢𝑎𝑡𝑜𝑟 . Conversely, negative feedback at the 

intensive margin appears to improve performance.  

[Insert Table 5 about here] 

Within-Year Performance: Sensitivity Tests. The sensitivity tests strongly suggest that 

inferences based on evaluator-by-teacher-by-year FE are insensitive to plausible OVs. In 

unprinted results, we find that adding the lagged outcome to the evaluator-by-teacher-by-year FE 

model yields estimates of 0.06 units (teacher-clustered standard error (0.03), p < 0.05), 

suggesting that doing so may introduce a negligible amount of mechanical endogeneity. We use 

the lagged outcome in the evaluator-by-teacher-by-year FE as a benchmark against which we 

assess the plausibility of inference-undoing OVs. Evaluator scores from observation (k - 1) in 

these FE models explain only one percent of treatment and outcome variation not explained by 

the FE; if an OV explained similar residual variation in this model, it would shift the coefficient 

and 95% confidence interval to 0.04 and (0.02, 0.06) (Table 6 Row I). Moreover, OVs 

explaining twice the residual variation in treatment and outcome as 𝑆𝑐𝑜𝑟𝑒𝑗𝑡,𝑘−1
𝑒𝑣𝑎𝑙𝑢𝑎𝑡𝑜𝑟  in the 

evaluator-by-teacher-by-year FE do not undo our inferences (Row II). Indeed, our inferences are 

not undone unless an OV explains three times as much residual variation in evaluator scores and 

prior-observation valence as 𝑆𝑐𝑜𝑟𝑒𝑗𝑡,𝑘−1
𝑒𝑣𝑎𝑙𝑢𝑎𝑡𝑜𝑟 in the FE model (Row III); we assume that such OVs 

are unlikely. Rows IV-VI in Table 6 also suggest that our inferences based on the evaluator-by-

teacher-by-years FE model are robust to OVs with once, twice, and thrice the explanatory power 

of 𝑆𝑐𝑜𝑟𝑒𝑗𝑡,𝑘−1
𝑡𝑒𝑎𝑐ℎ𝑒𝑟 . 



[Insert Table 6 about here]  

Across-Year Productivity and Mobility: Extensive Margins. Teachers who receive 

negative feedback, on average, across observations within an academic year have higher end-of-

year VAM scores than teachers who receive positive feedback, on average, by 1.30 units (0.20 

standard deviations of VAM; column I, Table 7). These results provide additional support for our 

inference that negative feedback valence promotes growth. However, the relationship between 

annualized negative feedback and teacher retention suggests that growth may occur at the 

expense of teacher turnover (column II, Table 7). Teachers who receive annualized negative 

feedback, on average, are five percentage points less likely to remain in their school the 

following year; while substantively large (baseline teacher turnover is 12%), this estimate is not 

statistically significant. Results from additional mobility analyses on the probability that teachers 

exit the district or switch to a new school in the same district are consistent with these retention 

results (see Appendix C).  

[Insert Table 7 about here] 

If the teachers who exit their schools for another do so to avoid negative feedback, we 

expect them to switch to schools that are less likely to provide negative feedback. We tested this 

hypothesis by comparing the year t school-level average valence of school-switching teachers’ 

sending and receiving schools (see Appendix C). Among the sample of teachers who switched 

schools, those who received extensive negative feedback from evaluators, on average, switched 

into receiving schools with 0.05 units (0.09 standard deviations) less discordance than their 

sending school. Stated differently, teachers who received negative feedback and switched 

schools within the district typically entered schools where teachers experienced, on average, 

more positive feedback valence. 



Discussion 

Recent evidence has yielded mixed findings about the impact of teacher evaluation 

reforms on student achievement, underscoring the importance of understanding the mechanisms 

through which evaluation systems might improve teaching and teacher effectiveness. Our study 

provides unique insight into one potentially critical mechanism - performance feedback - by 

leveraging novel data that captures both evaluator ratings and teacher self-assessments of 

classroom performance.  

Our findings make several significant contributions to understanding how feedback 

functions within teacher evaluation systems. By examining both evaluator ratings and teacher 

self-assessments, we learned that while teachers and evaluators generally align in their 

assessments of classroom performance, there is substantial observation-level variability in these 

scores, yielding meaningful variation in valence intensity. The alignment in typical ratings 

differs notably from research outside K-12 education, where employee self-assessments tend to 

exceed evaluator ratings (Church et al., 2019; Heidemeier & Moser, 2009).  

Most significantly, we infer that negative feedback valence improves teacher 

performance. The positive effects of negative feedback are even more striking when considering 

feedback intensity. These improvements in teacher performance following negative feedback are 

corroborated by across-year analyses showing higher annual VAM scores for teachers receiving 

negative feedback, on average. The differential responses to negative and positive feedback 

valence align with theoretical predictions about how valence affects performance (Kim et al., 

2018; Lechermeier & Fassnacht, 2018); the performance decline following intense positive 

feedback suggests that in this context, positive feedback valence may reduce motivation to 

improve, resulting in performance declines (Cianci et al., 2010; Ilgen et al., 1979). 



Several features of our research designs strengthen inferential rigor about the effects of 

negative feedback valence. The consistency of results across evaluator-by-teacher-by-year fixed 

effects and lagged outcome models, which rely on different identification assumptions, suggests 

findings are not driven by dynamic selection based on teacher performance two to four months 

prior to observation k, unobserved factors associated with that performance, or annually varying 

interactions between teacher-evaluator pairs. Furthermore, formal sensitivity tests indicate that 

our inferences from FE models are robust to (arguably implausible) omitted variables.  

Limitations and Future Research 

While our study enables rigorous examination of feedback valence, it faces three broad 

limitations. First, we do not assume that our findings generalize to all reformed settings or to the 

highest-performing teachers in a setting. Second, we cannot definitively rule out all alternative 

explanations for the relationship between negative feedback and improved performance. Finally, 

we do not directly observe the specific micro-mechanisms (e.g., increased effort, evaluation-

informed professional development) through which negative feedback leads to improvement. 

Future research might examine generalizability, micro-mechanisms, how specific features 

of feedback delivery moderate its effects, and whether and how evaluators use feedback or 

evaluator scores for multiple purposes. Our findings also raise questions about performance 

assessments by evaluators, who may accurately assess performance in general but inflate 

assessments in cases furthering the attainment of another goal, such as teacher retention (Kraft & 

Gilmour, 2016a; Rodriguez & Hunter, 2021).  

Implications 

Several features of reformed teacher evaluation systems may create conditions enabling 

negative feedback to improve rather than inhibit performance. Standards-based rubrics provide 



clear performance expectations and help teachers identify specific areas for improvement. These 

rubrics also allow evaluators and teachers to develop a shared understanding of performance 

expectations and rubric applications. That teachers in the study district are expected to self-assess 

their performance using a standards-based rubric for each formal observation is a unique feature 

of the system examined and one that may encourage productive post-observation conferences. 

Self-assessments promote reflection, enable teachers to prepare for post-observation conferences 

by collecting evidence and examples that could promote more rigorous discussion of 

performance, and support teacher agency by involving them in the evaluation process and 

performance improvement, all of which can enable positive effects for negative feedback 

(Church et al., 2019; Heidemeier & Moser, 2009; Hunter, 2023b, 2024). Additionally, evaluator 

training and certification requirements may enhance their credibility - a factor that prior work 

identifies as critical for negative feedback to motivate improvement rather than disengagement 

(Ilgen et al., 1979; Jawahar, 2006). Policies requiring frequent post-observation conferences 

within one week of assessment could also facilitate improve by ensuring feedback timeliness, 

which research suggests is important for translating negative feedback into performance 

improvements (Lechermeier & Fassnacht, 2018).  

Successfully leveraging feedback mechanisms requires carefully cultivating conditions 

enabling them to serve developmental purposes. One of those conditions reflects principals’ 

willingness in the study district to issue negative feedback, something principals in other settings 

eschew (Kraft & Gilmour, 2016a). In addition to encouraging schoolwide norming sessions to 

establish a shared understanding of rubric applications, study district leaders might have 

facilitated the creation of work environments where teachers accepted feedback productively, 

and principals believed they could deliver it without recourse (Quintelier et al., 2020b, 2020a). 



While negative feedback seems to improve performance, an unintended consequence could be 

that teachers do what school administrators report is a significant concern regarding teacher 

evaluation—that it prompts teachers to leave the school (Kraft & Gilmour, 2016a). These 

dynamics underscore the difficulty in creating conditions where the comprehensive effects of 

negative feedback yield school and individual teacher improvement.  
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i Rigorous nationwide research examining effects on office referrals detects no effects (Liebowitz et al., 2022), 

though emerging work finds that assigning schools more observations plausibly reduces the number of students 

receiving exclusionary discipline outcomes by improving classroom management (Hunter et al., 2023).  
ii See Appendix B for details about the composite effectiveness score.  
iii Following prior work on the construction of observation-level teacher performance scores (Garrett & Steinberg, 

2015; Ho & Kane, 2013; Hunter, 2023a; Mihaly et al., 2013), we average across all 19 items at the observation (k) 

level to construct a teacher performance score at the observation occurrence level.  
iv School administrators also receive a de facto summative observation score based on a portfolio of evidence and 

two observations per year. We link these summative scores to evaluators who are school administrators. 
v If evaluator and teacher scores are measured with substantial error, Valence is more error prone. To the extent 

these conditions are true, a Valence predictor would attenuate coefficients, suggesting that the subsequent findings 

are conservative.  
vi We explored whether the relationship between valence and teacher performance exhibited diminishing marginal 

returns by including second-order polynomials of |𝑉𝑎𝑙𝑒𝑛𝑐𝑒𝑗𝑡|. The second-order term was never statistically 

significant at conventional levels. Results are available upon request.  
vii We do not examine summative evaluator scores as an outcome for econometric reasons. A teacher's summative 

observation score is their average evaluator score across all observations. 𝑉𝑎𝑙𝑒𝑛𝑐𝑒𝑗𝑡 is a function of all evaluator-

assigned observation scores, like the summative evaluator score. Regressing summative evaluator scores on 

𝑉𝑎𝑙𝑒𝑛𝑐𝑒𝑗𝑡 effectively regresses summative observation scores on itself. 
viii Although these associations are large, they are based on substantively large changes in feedback valence; a unit 

increase in intensive valence is equivalent to 1.82 standard deviations of intensive valence. 



Tables & Figures  

Table 1. Teacher Characteristics 

  Annual Classroom Observations 

 All Teachers One Two Three Four 

Panel A: Teacher Characteristics    

Female 0.80  0.82 0.79 0.78 0.79 

Nonwhite 0.26  0.25 0.28 0.24 0.23 

Experience 
9.70 

(9.31)  

12.65 

(9.16) 

12.53 

(9.12) 

3.37 

(5.70) 

1.87 

(3.66) 

Masters+ 0.07 0.10 0.08 0.06 0.03 

Panel B: Teacher Performance Measures    

Summative 

Observation Score  

3.57 

(0.45)  

3.57 

(0.44) 

3.56 

(0.44) 

3.51 

(0.47) 

3.36 

(0.60) 

Comp-Cont  
334.80 

(78.69)  

342.53 

(79.49) 

335.13 

(78.29) 

315.53 

(78.35) 

330.45 

(77.75) 

VAM  
-1.15 

(6.62) 

0.18 

(6.99) 

-1.49 

(5.69) 

-3.04 

(7.33) 

-1.92 

(5.36) 

N(Teacher-Year) 9,070 5,049 2,828 737 456 

Notes. In Panel A, each cell reports proportions, except for Experience, which reports means (standard deviations). 

Masters+ includes teachers who have more than a master’s degree. In Panel B, each cell reports means (standard 

deviations) of the teacher performance measure from year t. Observation Score represents teacher performance ratings 

from formal classroom observations and range from 1 – 5. Comp-Cont is the composite teacher effectiveness score 

which is a continuous measure from 100 – 500. VAM is a state-issued value-added measure ranging from -100 to 60. 

The count of teacher-year observations includes teachers with non-missing teacher self-assessment and evaluator 

scores (some teachers are missing values for some characteristics in the table); there are 5,251 unique teachers in the 

sample.  

  

  



Table 2. Within-Year Changes in Classroom Observation Scores  

 I II III IV V VI 

 

Intensive 

Valence 

Teacher 

Scores 

Evaluator 

Scores 

Intensive 

Valence 

Teacher 

Scores 

Evaluator 

Scores 

Panel A. All Scores     

Observations 0.06*** 

(0.00) 

0.10*** 

(0.00) 

0.16*** 

(0.00) 

   

 
   

2 Annual Obs: 

Observations 

   
0.02 

(0.01) 

0.10*** 

(0.01) 

0.11*** 

(0.01)    

3 Annual Obs: 

Observations 

   
0.04*** 

(0.01) 

0.09*** 

(0.01) 

0.14*** 

(0.01)    

4 Annual Obs: 

Observations 

   
0.07*** 

(0.01) 

0.10*** 

(0.01) 

0.18*** 

(0.01) 
   

N(Tch-Yr-Obs) 20,045 20,045 20,045 20,045 20,045 20,045 

Panel B. Excluding Fourth Score   

Observations 0.03*** 

(0.01) 

0.10*** 

(0.01) 

0.13*** 

(0.00) 

   

 
   

2 Annual Obs: 

Observations 

   
0.02 

(0.01) 

0.10*** 

(0.01) 

0.11*** 

(0.01)    

3 Annual Obs: 

Observations 

   
0.04*** 

(0.01) 

0.09*** 

(0.01) 

0.14*** 

(0.01)    

4 Annual Obs: 

Observations 

   
0.03*** 

(0.01) 

0.10*** 

(0.01) 

0.13*** 

(0.01) 
   

N(Tch -Yr-Obs) 18,257 18,257 18,257 18,257 18,257 18,257 

Panel C. First Through Third Scores and Predicted Fourth Score  

Observations 0.03*** 

(0.00) 

0.10*** 

(0.00) 

0.13*** 

(0.00) 

   

 
   

2 Annual Obs: 

Observations 

   
0.02 

(0.01) 

0.10*** 

(0.01) 

0.11*** 

(0.01)    

3 Annual Obs: 

Observations 

   
0.04*** 

(0.01) 

0.09*** 

(0.01) 

0.14*** 

(0.01)    

4 Annual Obs: 

Observations 

   
0.03*** 

(0.00) 

0.10*** 

(0.00) 

0.13*** 

(0.00) 
   

N(Tch-Yr-Obs) 20,045 20,045 20,045 20,045 20,045 20,045 

N(Tch-Yr) 9,070 9,070 9,070 9,070 9,070 9,070 

Notes. Each column (within a panel) is a separate regression. Coefficients reported with standard errors (in 

parentheses) clustered at the teacher-level. Outcomes are regressed on a nonparametric operationalization of the kth 

observation and teacher-by-evaluator-by-year fixed effects. Panel A uses the full sample; Panel B excludes the 

fourth observation score; Panel C uses the full sample with predicted fourth score. * p < 0.05, ** p < 0.01, *** p < 

0.001.   



Table 3. Nonparametric Estimates of Intensive Valence, by Total Observations Received 

 

 I II III 

2nd Observation 0.05* 0.03 0.04 

 (0.02) (0.02) (0.03) 

3rd Observation 0.06** 0.04* 0.11** 

 (0.02) (0.02) (0.04) 

4th Observation 0.22*** 0.16*** 0.25*** 

 (0.03) (0.03) (0.05) 

N(Tch*Yr*Obs) 20045 20045 9944 

Eval*Tch*Yr FE X X X 

Domain FE  X  

Month FE   X 
Notes. N(Teacher-Year-Observation) = 20,045 and N(Teacher-Year) = 9,070 in Teacher-by-Evaluator-by-Year FE 

model and Teacher-by-Evaluator-by-Year FE and Domain FE model. N(Teacher-Year-Observation) = 9,944 and 

N(Teacher-Year) = 4,533 in Teacher-by-Evaluator-by-Year FE and Month FE model; samples differ due to missing 

month data. Each column represents a different regression and coefficients are reported with standard errors (in 

parentheses) clustered at the teacher-level. * p < 0.05, ** p < 0.01, *** p < 0.001. 

  



Table 4. Extensive Negative Valence on Within-Year Change in Evaluator Scores 

 

 I II III IV V 

Extensive Negative 

Valence 0.07* 0.07** 0.08*** 0.08*** 0.08*** 

 (0.03) (0.02) (0.01) (0.01) (0.01) 

Prior-Obs Evaluator 

Score   0.73*** 0.66*** 0.65*** 

   (0.01) (0.01) (0.01) 

N(Tch*Yr*Obs) 10840 10840 10840 10840 10840 

Year FE   X X  

Eval FE    X  

Eval*Yr FE     X 

Tch*Yr FE X     

Eval*Tch*Yr FE  X    
Notes. Each column represents a different regression and coefficients are reported with standard errors (in 

parentheses) clustered at the teacher-level. * p < 0.05, ** p < 0.01, *** p < 0.001. 

 

 



Table 5. Intensive Negative Valence on Within-Year Change in Evaluator Scores 

 

Extensive Negative Valence -0.01 

(0.03)  

| Intensive Valence | 
-0.25*** 

(0.04) 

Extensive Negative Valence * | Intensive Valence | 
0.32*** 

(0.05) 

Ext Negative Valence * | Int Valence | + | Int Valence | 
0.07* 

(0.04) 

N(Teacher*Year) 6,661 

N(Teacher*Year*Observation) 10,837 

Notes. Each column represents a different regression and coefficients are reported with standard errors (in 

parentheses) clustered at the teacher-level. Observation scores are regressed on valence measures and teacher-by-

evaluator-by-year FE. Panel A is the subset of teachers from the full sample with at least two annual observations. 

Panel B is the subset of teachers in Panel A with VAM scores. * p < 0.05, ** p < 0.01, *** p < 0.001. 
 

  



Table 6. Sensitivity Tests for Teacher-by-Evaluator-Year FE Estimates 

 

  I II III 

 

 
𝑅𝑉𝑎𝑙𝑒𝑛𝑐𝑒~𝑂𝑉|𝑋

2  𝑅𝐸𝑣𝑎𝑙 𝑆𝑐𝑜𝑟𝑒𝑠~𝑂𝑉|𝑋,𝑉𝑎𝑙𝑒𝑛𝑐𝑒
2  Coef 

(95% CI) 

I 1.00x Prior-Obs Evaluator Score 0.010 0.013 0.04** 

(0.02, 0.06) 

II 2.00x Prior-Obs Evaluator Score 0.020 0.026 0.03* 

(0.01, 0.05)  

III 3.00x Prior-Obs Evaluator Score 0.030 0.039 0.01 

(-0.01, 0.03) 

IV 1.00x Prior-Obs Teacher Score 0.125 0.0001 0.06*** 

(0.03, 0.11) 

V 2.00x Prior-Obs Teacher Score 0.249 0.0002 0.05*** 

(0.02, 0.1) 

VI 3.00x Prior-Obs Teacher Score 0.374 0.0003 0.05*** 

(0.01, 0.09) 

 N(Teacher*Year*Observation)   10,837 

 

Notes. Models apply Equation 4 (teacher-by-evaluator-by-year fixed effects). Valence is the binary measure of negative balance, OV the hypothetical omitted 

variables, and X fixed effects. 𝑅𝑉𝑎𝑙𝑒𝑛𝑐𝑒~𝑂𝑉|𝑋
2  represents the proportion of explained residual variation in Valence. 𝑅𝐸𝑣𝑎𝑙 𝑆𝑐𝑜𝑟𝑒𝑠~𝑂𝑉|𝑋,𝑉𝑎𝑙𝑒𝑛𝑐𝑒

2  represents the 

proportion of explained residual variation in the Evaluator Score outcome. “Coef” is the estimated treatment effect if Equation 4 controls for OV. * p < 0.05, ** p 

< 0.01, *** p < 0.001
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Table 7. Annualized Extensive Negative Valence on Teacher VAM and Retention  

Notes. Each column represents a separate regression and coefficients are reported with standard errors (in parentheses) 

clustered at the teacher-level. Teacher-years are the unit of analysis. Outcomes are regressed on a binary measure of 

negative valence and teacher-by-evaluator fixed effects and year fixed effects. Column I is limited to teachers of tested 

subjects with VAM scores. Column II includes all teachers and is estimated by linear probability models. * p < 0.05, 

** p < 0.01, *** p < 0.001 
  

 I II 

 VAM Retained 

Summative Extensive Negative Valence  

 

1.30* -0.05 

(0.65) (0.03) 

N(Teacher*Year) 537 3,980 
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Figure 1. Distribution of Classroom Observation Scores, by Evaluator and Teacher 

 
Notes. Observation occurrences are the unit of analysis. Each figure shows the distribution of classroom observation 

scores. The mean (standard deviation) of teacher self-scores is 3.79 (0.62); the mean (standard deviation) of evaluator 

scores is 3.74 (0.64); and the mean (standard deviation) of discordance scores is -0.06 (0.54). The count of observations 

at the teacher-year-observation level is 20,045.  
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Figure 2. Scatterplots and Lowess Curves: Teacher-Observation-Year Means 

 
Notes. Observation occurrences are the unit of analysis. Each figure plots teacher-observation-year  

classroom observation scores. Solid gray lines represent lowess curves and the dashed black line represents intensive 

valence of zero. The count of observations at the teacher-year-observation level is 20,045. 
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Figure 3. Within-Year Distribution of Observation Scores, by Total Observations Received 

 
Notes. N(Teacher-Year-Observation) = 20,045 and N(Teacher-Year) = 9,070. The x-axis 

represents the count (k) of observations received and these are grouped by total annual 

observations received. Circles represent mean teacher self-assessment scores and diamonds 

represent mean evaluator scores for count k in each annual observation group. 
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Appendix A. Classroom Observation Rubric 
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Appendix B. Composite Teacher Effectiveness Scores 

A teacher’s summative annual effectiveness score is based on multiple teacher 

performance measures, including classroom observation, growth, and achievement scores. The 

growth component for teachers of tested grades/subjects is a state-issued teacher value-added 

measure (VAM). Growth scores for teachers of untested grades/subjects are based on school- or 

district-wide student outcomes (e.g., accountability test scores, school-wide VAM scores). 

Achievement measures are grade-, school-, or district-wide student achievement outcomes (e.g., 

ACT scores and high school graduation rates). Teachers receive their summative observation, 

growth, and achievement scores, along with their summative annual effectiveness score (Comp-

Cont), prior to the start of the next school year since the summative effectiveness score largely 

determines the number of state-assigned annual observations a teacher is to receive. During the 

study period, growth scores comprised 35% of teachers’ composite effectiveness score (Comp-

Cont); achievement scores comprised 15%; and summative observation scores comprised 50%.  
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Appendix C. Extensive Margins of Negative Feedback on Teacher Exit and School 

Switching 

In the main text, Equation (6) estimates extensive margins for teacher mobility. In this 

appendix, we estimate margins for exit and school switching, where 𝑦𝑗𝑡 is one of two binary 

mobility indicators for teacher j in year t. The first measure indicates whether (or not) teacher j 

exits the state public educator market at the end of the 2018-19 school year (Exit); teachers who 

exit the district at the end of the 2017-18 school year do not contribute to the estimates directly 

because they appear in the data for one year only. The second measure indicates whether (or not) 

teacher j switches into a new school (in the same district) after the end of school year t 

(Switches). All other quantities are as described in Equation 6 in the main text. We estimate the 

intensive margins on Exit and Switches using Equation 7 from the main text.  

The findings in Table B1 suggest that the lower probability of retention may be due to 

teachers seeking out new schools instead of exiting the profession. Teachers who receive 

negative feedback from evaluators, on average, are two percentage points more likely to exit the 

profession (column I) and four percentage points more likely to switch to a new school (column 

III) the following year, though neither estimate is statistically significant. Nonetheless, the four-

percentage point estimate is approximately one-third the baseline teacher turnover rate (12%), 

making it a substantively large change.  

We examine the school-level valence of the schools that school-switching teachers 

moved into relative to the school-level valence of the school switchers left. We define the 

difference in school-level valence scores (𝑦𝑠𝑗𝑡) as 𝑦𝑠𝑗𝑡 = 𝑉𝑎𝑙𝑒𝑛𝑐𝑒𝑠𝑗𝑡 − 𝑉𝑎𝑙𝑒𝑛𝑐𝑒𝑠𝑗𝑡, where 

𝑉𝑎𝑙𝑒𝑛𝑐𝑒𝑠𝑗𝑡 is the year t school-level average valence intensity across all observations in school 

�⃖�, the school the jth teacher switched into for year (t + 1) and 𝑉𝑎𝑙𝑒𝑛𝑐𝑒�⃖�𝑗𝑡 is the year t school-
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level average valence intensity across all observations in school 𝑠, the school the jth teacher left 

at the end of year t. Thus, 𝑦𝑠𝑗𝑡 may vary across school-switching teachers leaving school 𝑠 if 

they switch into different schools; 𝑦𝑠𝑗𝑡 can also vary across switchers entering the same school 

(�⃖�) at the beginning of year (t + 1) if switchers came from different schools. Equation A 

estimates the relationship between receiving negative feedback, on average, and the school-level 

valence intensity of receiving schools relative to sending schools  (𝑦𝑠𝑗𝑡), among the teachers 

who switch schools: (𝐴) 𝑦𝑠𝑡 = 𝛿𝐼(𝑉𝑎𝑙𝑒𝑛𝑐𝑒𝑗𝑡 < 0) + 𝛽1𝑉𝐴𝑀𝑠𝑡 + 𝛽2𝑉𝐴𝑀𝑠𝑡 + 𝑢𝑠𝑡, where 

𝐼(𝑉𝑎𝑙𝑒𝑛𝑐𝑒𝑗𝑡 < 0) is the same indicator function from prior equations and indicates whether 

teacher j received negative feedback, on average, in year t. 𝑉𝐴𝑀𝑠𝑡 is the year t school-level 

average VAM score across all teachers of tested subjects in school �⃖�, the school the jth teacher 

switched into for year (t + 1) and 𝑉𝐴𝑀𝑠𝑡 is the year t school-level average VAM score across all 

teachers of tested subjects in school 𝑠, the school the jth teacher left at the end of year t. We 

apply equation A to the sample of teachers who switched schools from year t to (t + 1) only. We 

do not control for school-level average teacher evaluator scores or LOE because these are 

determined by the outcome. The coefficient 𝛿 represents the difference in school-level valence 

intensity scores in receiving schools relative to sending schools for the school switchers who 

received negative feedback, on average. Standard errors clustered at the school level. Results 

from equation A suggest that school switchers who received negative feedback, on average, 

switch into schools with relatively more positive valence intensity (𝛿 = 0.05, clustered standard 

error = 0.02). 
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Table C1. Extensive Margins of Negative Feedback on Between-Year Teacher Mobility 

Notes: Teacher-years are the unit of analysis. Each column represents a separate regression and coefficients are 

reported with standard errors (in parentheses) clustered at the teacher-level. Outcomes are regressed on a measure of 

extensive feedback and teacher-by-evaluator fixed effects and year fixed effects. The sample includes all teachers and 

estimates are generated by linear probability models. * p < 0.05, ** p < 0.01, *** p < 0.001 

 

 

 

 I III 

 Exit  Switching 

Extensive Negative Feedback 0.02 0.04 

(0.02) (0.03) 

N(Teacher*Year) 3,980 3,799 


